SHO U VIK SHA R MA

[shouvik19@gmail.com](mailto:shouvik19@gmail.com) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAATCAYAAABhh3Y4AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADtElEQVRIiWN88OCBYnRy6cVvP37wMtAIcHFwfF46t1uf6f///+9bG4rCuTk5PtHCIm5Ojk9tTSWh////f89UVNV5TEFW8sbMiW1WkuKiD6hpkaSE6P0Z01otFWQkbhdUdh5nevDoqWZiVtXJHz++802a2mquq61+jBoW6WtrHJ0zucX825efAvEZlScfPX6qwSwpp97w4+cv7u17DkVrq6tcCPRyqPr85YfS3fsPdcm1yNPVbkluelTI5Zv3vSpqO9Z9+/6Dj4GBgYFZUk69gYGBgeHfv38s+w8eDxEVEflRVphW+P/f//9nL1xxYGBgYCTBnv/pyZF1ZQXphWs37q7onjBr6r9//1hhknDLoIDxzPnLzk+fv5QvLUgtl5WWuHb4+Bmff//+sRCyhY2N5XtbfUl0WJD33NrmvnnL12wuQncoo6G1739smo0NtPdXl6QHvf34Tb28un3juw8fxXFZJCzE/6KrsdxPSUn2TklVx7qzF686YFPHhMuAsxeuOhZUdh4XFeR5PWvSJDMVRdnL2NSpKClcnN7XYcbDw/cuIb3sOC6L8FrGwMDA8OjxU42EzMoT/7l+/miqzrW2tjDegixvbWm8edWiSTaMPMw/0wsqjz988lwdn3l4LWNjY/lekpeSy/iNnePVu09Wk3vq/SOCfSYwMDAwRIX69E3urg84dOyUNeM3do6i/NQ8VlaWH/jMwxlnQoKCz7ubSv3/MTExlVe3b3z/8aNIUX5qfnSI79SrV28ZaGurXViyclNu/5Q5/UKC/K+7myr8GRgYGErrOja+ffdRApuZ6KmRgYGBgUFNRfF8b1+t08MHj/XLajo2fP32XYCBgYHp+IlzXp8+feEP8HNb2tk3s2/OwpWNDAwMTN+//+TZvudgjKGR3oG4hNC6SxeuOb5990GSoM8cbM3X9bVXx86Ys6xk1oIVDQxY8pmIkMCzN+8+SGFx/P/05Mg6f0/H/s6JcxYfPHwqEKfP4qOD2qOCPfN6Js2fu2r91jxsFjEwMDB8+46zhmA8e/6K07v3H+VS44Ljubi5WS5evmEDk2RhYGBgYGFh+VlTmp2ibay9q6muZ//la7cscRhGFNi++1DMs2evFNsaCgOV5WWuNXdPn/3nzx92RkevqJedLZWBPBycn0pq2jY/f/lagRKLkIGkhOj9rvYKn29ffgqU17SvZ7x37578o6cvtWoa+1Z8hRaY1ARc3Fwf2+qLwmUlRW8w3rr1UDk+s+TCjx8/eKhtEdxCaE0NAAeNjAp1BObGAAAAAElFTkSuQmCC)

+1-312-459-2008 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAbCAYAAABMU775AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA4klEQVQ4jWP0Dkm58+z5S2UGEoCUpPhdRkNr3/+kaIIBJnI0MTAwMLAwMDAwBPq4zooMCWohRsPyNetq1m/ZncbCwMDAwMXF8VlFRfoxMRq5uDg+U+TUUY2jGkc1Ul0jCwMDA8O79x/Fb9y4a0yMhnfvP4ozMDAwYC2sGBkZ/hkb6hxgYGBgOHv+iv3//wzM6GqYJeXUG9AFU+PDG5tqCpN8PZ0XMTEy/jlz/rIzuhqsfpQQE3qMYAtjLYuwarx6454pjH35xh0zbGoYcZXkAvy8rxgYGBg+fPwshi4nJSl+FwCcSD+RJpQxlQAAAABJRU5ErkJggg==)

Chicago ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAbCAYAAACeA7ShAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADkUlEQVRIiWP8//8/Azq4f/++/J4DJ6OPnTzn+fjpS+VPnz4K8/Hxv5WVFr9rZW603cXBfKmiouJDdH2MyIY9fvyYc/ma7W1rNmzL+vP3HxuGLVDAwsz0K9jfc3pUqFelrKzsdwzDHjx4IFHVNGHzjVv3THAZgg40VZXOttYX+CgoKLxgYGBgYIJJdEycv4AUgxgYGBiu375n3DFx/gIYn7mhoYFh/cbtSctXby5CV8zLzfXe1ERvj4u91RpJSbGH37794Pn85asQspqnz16oiAkLPNbUUD3PeOf5c7H4+IJb375+40dW5OJgtbogKy5LSkrqDZIw87zFq4tnzF3e9OfPH3aYIDc354cFCyeqMzs5eATv2X8kAtkgM1PDnRO7av15eXm/oTn2v6G+9lEudo5Px0+f94QJ/v79h0NHWeEy06Ur163RNZRkp6XiC6voSP/JaiqK55HFLly+ac104TKqYbLSEndUVKQf4zOMgYHhv5G+9kFkgYtXrlszPXn2QhlZUFJK8h4BgxgYGBgYZGQk7iLznzx7rswkJMD3Glnw/v2H2sQYdvfuIx1kvgA//2smISHBF8iCr9+8k7lx464xAbM4Tpw574YsICIi9IJJVEToGbrKmpa+BQwMDBy4TOrqn9X+/MVrRRTDhASeM7k4WK5GV3zvwWOdkJjs0+gufPbsmUhFXeeyFWu3FKDrcXayXsX4//9/Zp/Q1JvPnr9URlfAwMDAICYq/EhNRf7yixev5e4+eKz1/z8DM7oaaUnxe5tXz1ZjYmBg+BsfHdqFy0uvXr+VO3L8nPed+491sRnEwMDAEBcd2snAwPCXiYGBgSE0wG2+upriOVwG4gNqKornQwPc5jMwIEqN340V2TFsbCzf8ejDAGxsLN+bqrKjGRgYfiMbxqCmpnY9NzW+ghTDclPjK9TU1K7D+EzIktGR/pPNTfR2E2OQuYne7uhI/8nIYkxoav5XFqUl8HJzvcdnEC8vz7vKorQEBgYGlAoE3TAGOTm5Z+VF6Zn4DKspzcqQk5PDSOwYhjEwMDB4uTuu9HCxXYpNztPVbomrkw1GQmdgQKudkMH79+/5o5IKL798/U4WJiYmKvxo+bw+PUFBwY/Y9GB1GQMDA4OgoODHmorceAZouDAyMvyrr8qLw2UQAwMDA8P////x4u4JM3sNrX3/90ye20VILUHDbt26xV5Z37Xk////bITUAgC+uKKAxYQliwAAAABJRU5ErkJggg==) [linkedin.com/in/shouvik-sharma19](https://www.linkedin.com/in/shouvik-sharma19/) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAVCAYAAACt4nWrAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAB40lEQVQ4jWNYumpjjqG17z9Da9//hta+/33CUm8/evRI+v///wyUYub7z76eZGBgYGSAgs+fvwixc3D8tDA12MtAIWDCJvj3zx9WSg1mYGBgYGJiZPqDIcjMjCFGDmBeOH/OjQsXr1pzcHB+4eTk/KKupng+PSE0R0BA4AelhjP+//+fGo7EClju3Xsv9+PHW15kQV5e9nuysrLfGRgYmK5du6OJLMfOzvhLWVn59tGTZx0vXr5uz8DAwMDOwf5VWUb6urKy7HlZWdmncJdnFzVsPXbyrBeyATMnt1mbGuocY2Bg4DGy8fuMLCcpLvqgrbk4KCO37vDPn7+4keWYGJn+JEQHdeRkxDUzMDD8wppaYODx48d/0cV+/vrDXtc4YSW6wQwMDAz//v9jmbdkTU1VQ/c8BgYcSREfePf+veTjpy9U8anZsedw9KlT5+xYSDWcgYGBQVpa4k5NWU4SCwvLLwYGBoZ9+4+GL1+zuRBZzcYd+1PIMry+NCvBxFjvKNwycaErazdtz/j16w8nTOzh42fqeINFVlaWEV1MSID/pYmJwVFkMQkJia+srKw/kcUePHqK33BsgIWV5SdhVQwM375+48dr+IsXLzBcTgog2eVDw3AJCYkhGiw3btwYvC4HAMXe0R0oQJ35AAAAAElFTkSuQmCC)

[github.com/shouvik19](https://github.com/shouvik19) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAZCAYAAADAHFVeAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEl0lEQVRIia2Wa0xTdxjG356ychF6gaEVIS1QSp1AgFLu1xHQgVnGEGEDFRR0grBBcMJg0oUJLI5diLqwydwUE+UiZAmXyD2KXEe5lAAVLJRLQRh2oy2lFM4+DEitFBn4JOfD/3nf//M77/vlHAyKorCVBAKB0aP2nqAuDtd7eHjM5i+RaN+iVKqrraMjNiASZ2g0Si/T1qrBzdGmjEKhCLfKwqiD8Xi8g78WPrhc0/AkBEUBu+UbAQAGAyt+Pm5FpyOCMul0+sB2YdgbNwu//O1OSapiZRX3OoiqNLCIPCoiJOt8THgmAKxuBdONS8ooamnnvPd/IapydWJWpl88d5xMJks2g+HOJqRVdnb1+e4WtC6WvXVtft6VQACQAwBg2Ww2AABk5f70Q21Dc9h6Y9KFqM/8vN3v/yMWk6ZnZqnbCT4XGcq2sT7Y3NbZ4w8AMCV8bvbixQLB3ZVZvTFZSwfHKy4xo3H9IgGvN9dQeZcMACsAAC0dHK8/OVzfQwzzNv23iVPYVY3VFUSBzM+JjPoHR5yYdlZ1Liy7prXrGl6Hw54vSKSktTN6/fuvfFxYdk0YFEXhZHRSK3dw2Gkdtp9syK8oKTDb6foCg8/whUrbsGLQ2m7f/M4Z4XC4LGUQAIBwetaUz+dTdgIaHR2lClXWzh0cdurq63PA0g/ZJ/b2D7kqFyMjPsw64ufzYCcwIpEoki0tafb0DXgo+3p6+L+RPi7PRdnUxOGkCZ9EZu8EtK7DPs7ZmjicVNnjcgddkLGJSbqyicfrzgOAeDcwBoOxsJazobHxSTqyIJYQdxO8XYnFEiKi+RZOpmxKJVL8mwiXiKUE5bMmDidDSCTC7EtNizJ8b++A/W5AHA6XJZXJ9JQ9ApEwi1jQqN2qzRW1TZG7gVXVPzqp6llamHYjTKZNvWqhpKwytqmpNWAnoMbGJ0dLy6vOq/pMO+t6zMTEhEHwifhxuVyhTcDrzREI+DnB+CQDi0WWw4ID84KOvn/VzGzfzOsgo6Oj5OLyms/vl1bEr6KrGso1HE5jsfj3H40xKIrClW9vXCstr47bTzbk5379RcjUzPSBlIzcIoVCoYnBwAqDbt71ro9r8ZmIkKuqkILC4ot19c3Hh54+s1P3kQ3+4Mj1tOTYCwgAQPixgHR9EkkonJ41jYlPraeZmnDPnv6IDQCAooAdGBphUU2MBzcLeseS1j7Ie+agDqRPIgnDjwWkAwBoAABQqVTR5ZSEyKSUzArJogx/625ZakbqpzGWppTu/qFhx72GBuN0M+PazcL26uOn1K0WwSAKdlr8KSqVKtqAAQB4ujEfpl2Kjc7MuXbrj8q6KGMTI56nk22+h8fH1WstGHWhaoSmXYqNdnd2qFk3XvkHeVj3OIidnXdbJpPpAgDs2aMtUiyv4Ap/+cbW3Nz8qWriyMiIRcipRJ6yp6WlJc5Mjz/h6+1R/tKkqpf9fd3LCn7OYTqzbKsBACSSReKSXK6zvIy80ruZXBztqu7kZ9urgv6bFUXVPo9bO32S03PuefqHzgsEggOb9fD5fLKnf+h8cnrOvZYOjvdWef8CDwkURFyUFF8AAAAASUVORK5CYII=) [medium.com/@shouvik19](https://medium.com/%40shouvik19) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAVCAYAAACzK0UYAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADZUlEQVRIiZ2Ve0iTYRTGn/lNWVtKumlZzJY181Kt0cXUTIXoNsxZKlRmdpGKqCAoELrfpMyuslKjyGlELT5Tm66EmRhJOdTatNVMs2ap3XRd1e3tL2OZu3Xg/eN7znPOj/O+fBykpG1vKC2/t5YQwiSEwNVz4nTemZ17DpfUN+rCbXkoj9FjL1XXPk4sVVatpSiqf1pokBbAIJyIpuZm8fFs2eXXHZ0hZcqqTfWap7FjvL3eT+RPaLX2Uf4BUw8CwNev370f1mkkihLlpgGz2Y3tQT3j8Xj9dhiMPZlZdPeHT/wh4V1Xj6Dyfk2quqYugT2K9UU4ZdJzAIQhjoonI3Xw5LA/J6+U5CYsjc3i8/k/hucVtDLjeM6lfHuTjvcf27olY81eN1sG07fv3lcKb+1709kdMTxnNBq5ufnyLHsAAOh81zW5qbF5vk3IUNTUPknQal+IrLX8azdP9pm+cR3V+o/zbXvf0xPgEGKxmJnZFwpkABgA8KRBG1mmVK93VAcAkkVxhQ8faeIdQgDgmU4fSd+pWA+Ayj6T/wdoL2Ki59J3Vep1AMB0BgIA5/OKThC4EcOrdpEjL2cUq8/Xh2t80PU4EQCcmgQAevtMPM1TXQyP52N05E1OXJZLl6s2D307DQGAClV1WtLyRRfteUKEgZomXUuU2Wxx/y8IAEZlVe3q8NkzK0dMMmCJjppd2tDUEmOtuwpBe8fb0MBAvs7Dg/nPDyqVLCy4SVdsG647hMyZNVMVGT5Laa0p6IptK6VLZdYaz2dM58Cg2f1Lr8nPZch4vp8hN+eARJ53ShwXE6FgMGAZGBhkGV69niEImNAy5EtZEX/hrkqdPlIPp68rLCyoMedYZnJxwblQyeLYaxqNNi52QcRtAIgMFyurqmtTCBm5n8tvEhw8SX9k3650hfys0J2iBqWShQUhQVPqXxjaxLZq3DakJh1lc9i9rsIEAkH71ow1h/Zn7tjs6eX52cuT89GWl1KW0+roeSIZz8/XZGhtn/7zVz/H2rBCuljmx+X22AOKpgfXpacmyZgU1feytU00vAeDkL/WCatYUbax6Dq9u6v7w0QAkF/NCQsTCptdGJJdeP32FvmNkt0fP/WOAwBbu5tZUnY/LXHVVp1erw/5n91PCGHJb9zZvkS6ruM37OC2PcnC98wAAAAASUVORK5CYII=)

# E D U C A T I O N

#### *MASTER OF DATA SCIENCE*

**ILLINOIS INSTITUTE OF TECHNOLOGY**

**August 2019 – Present Chicago, USA**

* **GPA: 3.71**

#### *MASTER OF STATISTICS*

**NMIMS**

**July 2016 – April 2018 Mumbai, India**

* **GPA: 3.35**

# S K I L L S

**Data Science | Analytics**: Linear Regression, Multiple Linear Regression, Logistic Regression, Naïve-Bayes, KNN, Time Series Analysis, AdaBoost, Ensemble Classifier, K- Nearest Neighbor, K-Means Clustering, Hierarchical Clustering, SAS Enterprise Miner, SAS Enterprise Guide, SPSS

**Linear Algebra | Statistics**: Z-test, ANOVA, Chi- square test

**Programming Languages**: Python, R, Spark, Hive, Pig, PySpark

**Deep Learning:** Convolution Neural Network, Recurrent Neural Network, Long Short-Term Memory Network

**Database:** SQL Server, Snowflake, PostgreSQL, MSSQL, MYSQL, Microsoft SQL Server, Microsoft Visual Studio, Mongo DB, Cassandra DB

**Tools:** Tableau, Power BI, Pentaho, MapReduce, Visual Studio, Prefect, SSIS, SSRS, SSAS, SharePoint

**Cloud:** AWS Lambda, AWS S3, AWS EC2, AWS CLI,

Kafka, Redshift, AWS Sage Maker, Apache Kafka

**Certifications:** SAS Certified Base Programmer for SAS 9 in Mar 2017, SAS Certified Predictive Modeler Using SAS Enterprise Miner 14 in Apr 2018, Practical Machine Learning in Dec 2018 from John Hopkins University, Machine Learning Specialization in Feb 2019 from University of Washington, Snowflake Pro Certification September 2020

# E X P E R I E N C E

## *DATA SCIENTIST*

### Daten Solutions Inc.

**May 2020 - Present Chicago, USA**

***Daten solutions oﬀer a wide range of consulting services from Analytical solutions to ETL***

* Developed data migration pipeline from SQL Server to Snowflake, and performed dimensional modeling on the migrated data
* Improvement performance of existing ETL processes and SQL queries for weekly CRM summary data
* Automated ETL processes using Prefect (Python), making it easier to wrangle data and reducing time by as much as 40% by performing large-scale data conversions, and transferring BAAN data into standardized formats for integration into Snowflake
* Led a project to analyze service order demand pattern, and design a demand forecasting model for better resource allocation
* Performed data cleaning, time series transformation, data wrangling, in Jupyter Notebook for data preparation
* Developed statistical models like ARIMA using statsmodels package in Jupyter Notebook, the model achieved an overall accuracy of MAPE 5.96%
* Created interactive dashboard using R Shiny
* Automated the end-to-end model workflow using Azure DevOps and Azure Machine Learning which allows CI/CD architecture

## *DATA ANALYST*

### Cartesian Consulting Inc.

**April 2018 – July 2019 Mumbai, INDIA**

* Developed customer insights for one of India’s largest grocery chains, to assist their marketing team for improving Customer Retentions, Reducing Churn Rate, Campaign Responses, Lift and Incremental revenue using statistical techniques like RFM methodology, Linear Regression and Logistic Regression.
* Built CLTV & BTYD propensity models using BTYDplus library in R, these models helped to choose best customers for loyalty programs
* Incorporated market basket analysis to improve campaign ROI through cross sell, it improved the topline revenue year-on-year by 3%
* Created & automated various business trend reports & trackers to analyse patterns & movements in business KPIs
* Created interactive dashboards using Qlikview for showcasing key metrics to the senior leadership
* Built recommender-engine to target the Customers with relevant Products using Apache Mahout
* Determined trend for improving customer retention and reducing churn rate using logistic regression, led to a two-fold improvement in the campaign response
* Performed data migration by building ETL pipeline using Pentaho for transfering file from Postgre SQL server to Mariab DB SQL
* Executed geography-wise analysis by creating customer one view and customer profiling, and translated analysis into business terms and actionable guidance
* Deployed Feature Selection using the Boruta library in R for determining the most impactful features for predictive modeling
* Identified the ‘Most Valuable Customer’ by deploying Random Forest algorithm with True positive rate of 81%, this led to better customer targeting and improve yearly top-line revenue by 13 %
* Performed marketing mix modeling and ROI analysis to quantitatively estimate the effectiveness of various marketing elements for one of the top fantasy sports platform based in India.
* Performed hypothesis testing to validate whether “Fantasy sports is a game of skill or gamble” using the Chi-Square Test, Linear Regression and paired T-test, the findings successfully published in the Harvard Business Review.[*(link)*](https://hbsp.harvard.edu/product/IMB781-PDF-ENG)

# E X P E R I E N C E

## *STRATEGY AND ANALYTICS INTERN*

### Greeksoft Technologies Pvt. Ltd.

**September 2017** – **December 2017 Mumbai, INDIA**

* + Led a price forecasting project Technologies Pvt. Ltd. Mumbai
  + Extracted stock price data using NSEpy library which is used to extract historical and real-time data from NSE’s website in

python.

* + Created external variables using technical stock indicators for determining the impact on the closing price
  + Performed data cleaning and data manipulation for excluding holidays in the stock market
  + Built an RNN Neural Network model for Live positional trading using Keras package with Tensorflow in AWS Sagemaker, where outputs supplemented Bull Spread Strategy in Options Trading, the developed model architecture was backtested for the period from 2012-2017 where it achieved correct market prediction in 71 % of the days ; this forecasting architecture is utilized for live trading
  + Deployed automate end-to-end predictive modeling pipeline using AWS DevOps, where it supported automated daily price forecasting using the LSTM neural network architecture

## *DATA SCIENCE INTERN*

### Nielsen Inc.

**May 2017** – **July 2017 Vadodara, INDIA**

* + Worked as Data Science Intern to automate sample design processes using R software
  + Assisted in designing and development of technical architecture for sample design process
  + Reduced time required to complete these processes by 25%, thereby helping management to make important decisions faster
  + Propose potential research-on-research tests to improve current Nielsen methodologies and improve response and compliance
  + Dive in, and work with our data science team to develop new data-centric products involving new and innovative algorithms
  + Classification of store types based on store attributes using Random Forest algorithm in PySpark which resulted in better surveying and data collection

## *ASSOCIATE ANALYST*

### Tata Capital Financial Services Ltd.

**July 2015** – **July 2016 Mumbai, INDIA**

* + Drove acquisition channel of used-car and two-wheeler dealership, by building customer scorecard after analyzing different parameters affecting the repaying capacity
  + Leveraged data into innovative features, insights and opportunities through data mining, data cleaning/curating, wrangling, missing values imputation, excluding outliers using R and Python libraries like NumPy, Pandas, SciPy and scikit-learn; Ensured data quality assurance and increased accuracy of machine-learning algorithms such as linear and logistic regression, decision tree, random forest by nearly 13%
  + Led a team of 3 to construct customer risk assessment by analyzing financial reports and client credit history, which led to a multi-fold increase in corporate lending for two-wheeler and used cars segment, with 0% NPA cases reported over the course of 10 months
  + Spearheaded process of viewing reports by implementing real-time dashboards in PowerBI for operational and exploratory

analysis to analyze company’s 400+ key performance indicators(KPI) related to People Operations, turnover, recruiting metrics

* + Led the design of a 90 node cluster Hadoop ecosystem driven data lake; Wrote complex SQL, HQL and SparkSQL queries to fetch data from multiple sources; Implemented PL/SQL based stored procedures for data ETL and ingestion
  + Effective development of row-key driven NoSQL data model in HBase for efficient data retrieval and key performance indicators (KPIs) from reporting standpoint; Improved expensive query efficiency by 65% as compared to RDBMS

## *DATA SCIENCE INTERN*

### LabelMaster

**Aug 2020** – **Present Chicago, USA**

* + Explored relationship between sales data and 9 freight market data, each with over 200 input attributes, in Google Cloud AutoML
  + Visualized correlation between sales and external factors by scatterplot with linear fit, heatmap, and polynomial fit line
  + Discovered important commodity associated with department sales through feature importance and ANOVA analysis
  + Predicted dept sales using four machine learning algorithms in Google Cloud AutoML, and found random forest have the best performance with percentage error of 1.7% and R square of 90%
  + Built user interface dashboard for presenting customized correlation visualization and model prediction through Tableau

# P R O J E C T S

##### Stack Overﬂow Data Analysis (October 2019 -December 2019)

* + Analyzed insights about questions posted on stack overflow by extracting data using Google’s big query data warehouse ; discovered top spammers, expert users, and most valuable customers users by leveraging big data technologies such as Apache Hive, Apache Pig, Mongo DB and Apache Spark [**(git link)**](https://github.com/rahulmnair1997/StackOverflow-Data-Analysis)
  + Leveraged big data technologies such as Apache Hive, Apache Pig and Apache Spark for deriving insights about the users.
  + Extracted data using Google’s big query data warehouse, identified top spammers, expert users, and most valuable customers

by using data mining tools like Apache Pig and Apache Hive.

* + Built tag prediction model for predicting the tags for a stack overflow post using natural language processing and random forest classifier, the predictive model achieved an accuracy of 72.3 %

##### Recommendation System using Yelp (January 2020 – March 2020)

* + Built a personalized restaurant recommender web app using the Yelp dataset of restaurants by testing models like Pure Collaborative, Approximate Nearest Neighbour, K-NN, Naive Bayes and Hybrid Matrix Factorization on different hyperparameters which were tuned using the python library scikit optimizer [**(git link)**](https://github.com/shouvik19/Restaurant-Recommendation-System-using-Yelp-Dataset)
  + Implemented Natural Language Processing (NLP) based text mining model like Logistic Regression, SVM, K-NN using count vectorizer, n-grams, tokenizer, wordnets from nltk and spacy package in Python to analyze sentiments of unstructured chat transcripts and feedbacks and interpreted models using confusion matrix and ROC curve; Classified transcripts with 92% accuracy resulting better understanding of customer content

##### Image Mating using CelebAMask-HQ (June 2019 – July 2019)

* + In this project we tackle on the problem of background removal through image matting. It consists of predicting the foreground of an image or a video frame.
  + Conducted Image Matting using the U-Net architecture of the Convoluted Neural Networks on the open-source Celeb-Mask dataset with an IOU Score of 92% in Spyder Notebook [**(git link)**](https://github.com/shouvik19/Image-segmentation)

##### Inventory Optimization problem on Kaggle (January 2019 – February 2019)

* + Forecasted the demand for LED televisions using Holt-Winter’s Smoothing method, Facebook Prophet and simple exponential smoothing
  + Facebook prophet performed best optimization with MAPE of 20.760 using R software [**(git link)**](https://github.com/shouvik19/Inventory-Problem)

##### Book Recommendations from Charles Darwin (July 2020 – August 2020)

* + Performed nlp techniques like tokenization, stemming, bag-of-words model and tf-idf model for the dataset acquired from project gutenberg
  + Designed a book recommendation system based on the content utilizing the Charles Darwin's bibliography [**(git link)**](https://github.com/shouvik19/BOOK-RECOMMENDATIONS-FROM-CHARLES-DARWIN)

##### ASL Recognition with Deep Learning (July 2020 – August 2020)

* + Performed one hot encoding using MLLib on the acquired american sign language dataset
  + Created a convolutional neural network to classify images of American Sign Language (ASL) letters [**(git link)**](https://github.com/shouvik19/ASL-Recognition-with-Deep-Learning)

##### Word Frequency in Classic Novels (June 2020 – August 2020)

* + Performed webscrapping using BeautifulSoup and requests libraries in Jupyter Notebook to extract dataset from website Project Gutenberg
  + Further, implemented nltk library in python to analyze unstructured data, and identify the distribution of words